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Abstract

Interval valued fuzzy soft set and IVFSM are those mma#teal tools which deal with problems
involving uncertainties and imprecise or incomplete data.SMFmay be useful for functions whose
membership values vary. In this paper, we study bdeimitions of IVFSM with some properties and
prove commutative laws, associative laws and De-Morgars law using And-Operation and Or-
Operation on IVFSM. We propose a new decision making meth@#dF®M named as “interval valued
fuzzy soft max-min decision making method” (IVFSMmDM)tlwthe help of interval valued fuzzy saqft
max-min decision making function. Finally, we apply IVFSMmD&thod for decision making to solye
those problems which involving uncertainties by using data ff&@h

Keywords: Interval valued fuzzy set (IVFS); interval valseét set (IVSS); interval valued fuzzy soft set
(IVFSS); IVFSM; IVFSMmDM.
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1 Introduction

In recent time, classical methods are used to solver@iffgoroblems which are faced in medical sciences,
engineering, social sciences etc. Many theories likeyf set theory, probability theory, rough set theory etc.
are used to solve these uncertainties, but these théasiestheir own problems which were attensioned by
Zadeh. First of all (Zadeh) in [1] initiated the concepfuafzy sets by the extension of classical notion on
sets. Nowadays fuzzy set theory is rapidly progressingnipdrticular cases we face some limitations such
as how to adjust the membership functions in this theonew concept of SS introduced for the solution of
these limitations (Molodtsov) [2].

In these days, mathematician plays a vital role in the s&tft(SS) fuzzification. After fuzzification of
SS a new theory introduced which is known as fuzzy sof(F$88) with different types and properties
(Maji et al.) [3]. The SS theory was reviewed [4] argkd this theory for decision making, and also
introduced different types of SS with examples and definece sgperations such as And-operation, Or-
operation, union, intersection, complement etc. on SS [5¢r Afime time the work on SS was extended by
using the definition of parameterization reduction [6§l arsed it in decision making problem. Some new
notions on SS [7] (Ali et al.) are introduced, such asrictsd union, restricted intersection, restricted
difference and extended intersection with examples and pieger

Generalized FSS [8] was proposed with some properties and(Msgamdar et al.) generalized FSS for
decision making problem and for the diagnosis of Pneumonia. (HedgSut) Some propositions were
proposed on fuzzy soft union and intersection with proof and eeanom FSS and verify the De Morgan
Laws for a family of fuzzy soft sets with examples [9].

Matrix representation play a vital role in engineerimg acience, but sometimes classical matrices fails to
solve the problems. (Yang and Chenli ji) Fuzzy soft mg#&M) [10] was introduced for the solution of
those problems which can not be handled by classicaicestby the product of FSM and used it for
decision making. The product of soft matrices and yusaft matrices are introduced with operations and
some properties [11,12] (Cagman, N. and Enginogluars) also proposed new decision making methods
which are known as soft max—min decision making method and fsaftymax—min decision making
method. (Bohra et al.) Further advanced the FSM theory arapjtécability in different fields of life in
2012 and also used it for decision making by product of fapftymatrices [13].

The idea of IVFSS is introduced [14] by combining the IV&®l SS, (Yang et al.) IVFSS is used for
decision making and define And-operation; Or-operatioo pisved De Morgan laws, associative laws and
distributive laws on IVFSS. (Chetia et al.) IVFSS is usgdnedical diagnosis in 2010 [15]. (Rajarajeshwari
and Dhanalakshmi) A new concept is proposed by the combinatioWF83 and soft matrices with
examples and different properties which are called IVFSM, [ty also proposed new definitions on
IVFSM with examples. They introduced some new operatiol¥BSM such as arithmetic mean, weighted
arithmetic mean, geometric mean, weighted geometric meemph& mean and weighted harmonic mean
with some properties of IVFS-matrices in decision making.

By the extension of IVFSM (Sarala and Prabhavathi) [17]aiteitl the Sanchez’s approach for diagnosis of
Dengue and Chikangunya also introduced union and interse¢igfR®M. IVFSM is used for checking the
performance of different cities of a country (Zulgamand Saeed) [18]. They also used FSM and IVFSM
for decision making and redefined the product of IVFSM [19] adpare the result of FSM and IVFSM
for decision making and observed that the FSM is moreoappte for decision making.

In this paper, we proved commutative laws, associagéiwe land De-Morgan laws by using And-Operation
and Or-Operation of IVFSM also defined IVFSMmDM methodhvitte help of interval valued fuzzy soft
max-min decision function. We construct an algorithm for $¥mDM in this paper and use this method
for decision making.
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2 Preliminaries

In this section, we review some concepts and defirgtafn VFSM with examples, which will be needed in
the sequel.

M represents the universal set and E represents theatmeters in this whole paper.

Definition 2.1 [2]: A pair (F, A) is called a SS over M if A is any subsétE, and there exist a mapping
from Ato P (M) is F, P (M) is the parameterized fanafysubsets of the M but not a set.

Definition 2.2 [1]: A fuzzy set A in M is characterized by a membership fioncfa(y;) which associates
with each object of M in the interval [0, 1], with the walof f(y;) where y representing the grade of
membership of y in A.

Definition 2.3 [3]: A pair (F, A) is called FSS over M, and there exist ppirag from AtoP (M) is F, P
(M) is the collection of fuzzy subsets of M.

Definition 2.4 [10]: A pair (fa, E) is called a SS over M if A is any subset of E.Mhesubset Rof MxE is
defined as R = {(m, y):y€A, mef, (y)}, is the relation fornof (fo, E) the characteristic function
of R, is written by

faa UXE= 0.1 e ()= g7 (130 )

It can be written in matrix form such as.
(ll[ (![: e (![_»;
(l:[ H:_‘_ e u.'l-;
|Uv,|' i.w' i = . . .
dml am2 - Qmn

This is called an SM of the SS (IE) over M of order mxn.

Definition 2.5 [10]: A pair (F, A) is called FSS in the fuzzy soft class @8). Then (F, A) is represented in a
matrix form such as

Aman=[aj]lmnorA=[a;] (i=1->m),(j=1-n)

Where

a= I’l]'(b]') if Yj €A (2)
' 0 if yj ¢ A

Example 2.1:Let M = {Z4, Z,, Z3, Z4} be a universal set and E =W, ¥, Y4} be the set of parameters, A=
{Ya, Va} € E then FSS can be written as

(F. A) = {F (y) = {(Z1. 0.51), (%, 0.26), (3, 0.56), (%, 0.28)},

F () = {(Z1. 0.25), (%, 0.51), (4, 0.49), (%, 0.23)}}
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This FSS can be represented in FSM by using equation Zasuch
Zy [0.0 0.0 051 0.25
G A
Z, 0.0 0.0 028 0.23
Definition 2.6 [14]: A pair (F, A) is called IVFSS over M where F is a mpegy such that
F: A
Where M represent the all interval valued fuzzy subsets (IVF$bS).
Definition 2.7 [16]: A pair (F, A) is called IVFSS over M, where F is a mping such that
F: A1V
Where I represent all IVFSbS of M. Then the IVFSS can be expréssedtrix form as
A xn = [8] mxn
Or
A= [ay] (i=1>m), (=1>n)
Where

[PCHICY) B
[0, 0] ify, € A (3)

ij

Where [y (b), pu ()] represent the membership gfitbthe IVFS F ().

Example 2.2:Let M = {V1, V,, V3, V4} be a universal set and E ={w», ys, Y} be the set of parameters.
Consider

A={ys ya} €E F: AP (M)
Then IVFSS (F, A) is

(Fv A) = {F (Y3) = {(Vll [05v 06])! (\é, [021 03])! (\év [05v 06])! (\4, [021 03])}1
F @) ={(Vy[0.2,0.3)]), (M, [0.5, 0.6]), (\4, [0.4, 0.5]), (M, [0.2, 0.3])}}

This IVFSS can be represented in IVFSM by using equation 3.

v, 10.0,0.0] [0.0,0.0] [0.5,0.6] [0.2,0.3]
_1,][0.0,00] [0.0,00] [0.2,03] [0.5,0.6]
A=y 110.0,00] [0.0,0.0] [05,06] [0.40.5]
v, [[0.0,00] [0.0,00] [0.2,03] [02,03]

Definition 2.8 [16]: A and B are two IVFS-matrices then A is said to be N8 matrix of B if |4 <Hg_
and phu<ppyfor all i and j, it is denoted by & B
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Example 2.3:Let A, B < E such that A= B
A= {y, ya} and B = {yx, Y3, Ya}

Then

(F1 A) = {F (Y3) = {(Vlv [031 04])7 (\év [027 03])! (\é, [051 06])! (\41 [027 03])},
F®)={(Vy[0.2,0.3]), (M [0.3, 0.4]), (\4, [0.4, 0.5]), (M, [0.2, 0.3])}}

(F, B) = {F (%) ={(V1,[0.4, 0.5]), (4, [0.6, 0.7]), (\4, [0.8, 0.9]), (4, [0.3, 0.4])},
F () ={(V1 [0.3,0.4]), (4 [0.2,0.3]), (\4, [0.5, 0.6]), (\4, [0.2, 0.3])},
F () ={(V1 [0.2,0.3]), (\4 [0.3, 0.4]), (\4, [0.4, 0.5]), (\4, [0.2, 0.3])}}

These IVFSS can be represented in IVFSM such as by ugirgien 3.

v, [[0.0,0.0] [0.0,0.0] [0.3,0.4] [0.2,0.3]
_1,[0.0,0.0] [0.0,0.0] [0.2,0.3] [0.3,0.4]
A=y 1100,00] [0.0,00] [05,06] [0.4,0.5]
v, [0.0,00] [0.0,00] [02,03] [02,03]
and
v, [[0.0,0.0] [0.4,05] [0.3,0.4] [0.2,0.3]
_7,([00,00] [0607] [0203] [03,04]
B =y, [[00,00] [0.809] [0506] [0.405]
v, [0.0,00] [03,04] [02,03] [0.2,03]

Where (F, A)< (F, B).

Definition 2.9 [16]: A = [g;] be an IVFSM of order mxn, then transpose of IVFSM cauldfened as A=
[&;] of order nxm,

Where
(3] = [y (B), Ky (B)), (i=1—m)and (j = 1> n).
Example 2.4:Consider A be IVFSM of order 2x2

[0.2,0.5] [0.4,0.6]

A= [[0.2, 0.4] [0.3,0.8]

] then

[[02,0.5] [0.2,0.4]
AT_[[0.4,0.6] [0.3,0.8]]

Definition 2.10 [16]: The addition of two IVFS-matrices A and B is conformablndir order is same, it is
defined as

A+B = [max (M, HeL), Max (thu, Meu)] for all i and j.

Example 2.5:A and B are two IVFS-matrices.

A [[0.2,0.5] [0.4,0.6]] q

[0.2,04] [0.3,0.8]] 2"

B

[[0.4,0.7] [0.7, 0.8]]
[0.3,0.6] [0.7,0.9]



Zulgarnain and Saeed; BJMCS, 20(5): 1-17, 2017ichetno.BIMCS.31243

Then

[0.4,0.7] [0.7,0.8]

A*B=1103.06] [0.7,09]

Definition 2.11 [17]: The subtraction of two IVFS-matrices A and B is conformdttieeir order is same, it
is defined as

A-B = [min (YaL, MeL), Min (Pau, Meu)] for all i and j.

Example 2.6:A and B are two IVFS-matrices.

_100.2,0.5] [0.4,0.6]
A_[[0.2,0.4] [0.3,0.8]] d
B - [[0.4,0.7] [0.7, 0.8]]
~[[0.3,0.6] [0.7,0.9]
Then
_100.2,0.5] [0.4,0.6]
AB= [0.2,0.4] [0.3,0.8]]

Definition 2.12 [19]: Let A = [g] and B = [R] are two IVFS-matrices of order mxn and nxp respebti
then their product defined as

A*B = [Ci] mxp = [Max (Haj * Mayj), Max (uj* Meuy)] for alli, j, k.
Or
AsB=¢g =Yp_; (Bk*by),i=1,2...mandj=1,2...p
AxB = [Ci] mxp = D=1 (@ * bBi), Xi=1 @w * b)), i=1,2...mand k=1, 2... pforalli, j, k.

Example 2.7:Consider A and B are two IVFS-matrices.

A

02,05] [04,06]]
[[0.2,0.4] [0.3,0.8]]

_1[0.4,0.7] [0.7,0.8]
B= [[0.3,0.6] [0.7, 0.9]]

Then
Asp < |[0-2,05] [0.4,0.6]] , [[0:4,07] [0.7,0.8]]
~1[0.2,0.4] [0.3,0.8]] " [[0.3,0.6] [0.7,0.9]
ASB = [0.08,0.35] + [0.12,0.36]  [0.14, 0.40] + [0.28, 0.54]]
"~ 1[0.08,0.28] + [0.09,0.48] [0.14,0.32] + [0.21,0.72]
AB = [[0.12,0.36] [0.28,0.54]]
~1[0.09,0.48] [0.21,0.72]

Definition 2.13 [17]: A= [a;] be an IVFSM of order mxn, wherg a [y (b)), by ()]
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Then its complement is defined a$ A[b;] where i = [1- yy (b), 1-p (k)] for all i, j.
Example 2.8:Let A be an IVFSM.

As [ [0.4,0.6] [0.3,0.7]]
0.3,0.5] [0.5,0.7]

Then its complement is defined as
ac [[0:4,06] [0.3,0.7]]
[0.5,0.7] [0.3,0.5]

Proposition: 2.1: (A%)® = A for all A where A is any IVFSM.
Proof (1)
Let A = [MaL, Mau] € IVFSM, then

L.H.S = (A9°

= ([Hvs HAU]C)C

=([1- 1y, 1-pa])®
[1-(1-p) 1-(1- W)l
[1-1+p,1-1+HW]
(AL, Hau]
=R.H.S.

Definition 2.14 [16]: An IVFSM of any order is called null-IVFSM in whichjfe= [0, O] for all i, j. it can
be represented as

[0,0] [0,0] [0,0] [0,0]
[0,0] [0,0] [0,0] [0,0]

[0,0] [0,0] [0,0] [0.0]]

Definition 2.15 [16]: An IVFSM of any order is called universal-IVFSM in whifd] = [1, 1] for all i, j. it
can be represented as

[1,1] [11] [1,1] [1,1]
(L1 [L1] [L1] [11]

[1,1] [1,1] [1,1] [1,1]]

Definition 2.16 [19]: A = [g;] and B = [k] are two IVFSM of same order mxn then And-prodist i
defined as

A AXB—>Can2, [aij] mxn A [Di] mxn = [Clp] mxn ’ where

= [min (Hagj, Meij), Min (Bauj, Meyp)] for all'i, j, k. such that p = n(j -1) + k.
Example 2.9:Consider A and B are two IVFS-matrices.

Ac [[0.2, 0.5] [0.4,0.6]

[0.2,04] [0.3, 0.8]]2X2 and

[0.4,0.7] [0.7,0.8]
B= 2x2

[0.3,0.6] [0.7,0.9]
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Then

AAB = F0205 WAQQ] [0.4,0.7] mmom]

[0.2,0.4] [0.3,0.8]] " [[0.3,0.6] [0.7,0.9]

_ _10.2,0.5] [0.2,0.5] [0.4,0.6] [0.4,0.6]
AAB‘“””“{mzoﬂ [0.2,0.4] [0.3,0.6] m&om]

Definition 2.17 [19]: A = [&;] and B =[] are two IVFS-matrices of same order mxn then Qrdpict
is defined as

\ AXB_’men ’ [alj] mxnv [blk] mxn — [Clp] mxn Where
= [max (Karj, Heyj), max (bayj, Mey)] for alli, j, k. such that p = n¢1) + k.
Example 2.10:Consider A and B are two IVFS-matrices.

_[[02,05] [0.4,0.6]
A'huzuﬂ [uaum]mw

8= [0407 [azua]
0.3,0.6] [0.7,0.9]

Then

AV B = [[0205 04-06] [0407 07,0.8]]

[0.2,04] [0.3,0.8 [0.3,0.6] [0.7,0.9]

AV B = [Gy] 24 = [0.4,0.7] [0.7,0.8] [0.4,0.7] mzum]

[0.3,0.6] [0.7,0.9] [0.3,0.8] [0.7,0.9]

De Morgan laws, commutative laws, domination lawsl @amvolution laws are hold in And-product
and Or-product of IVFSM, the proof of these laws banseen in [19].

Definition 2.18 [17]: Let A = [g;] and B = [R] are two IVFS-matrices of same order mxn then their union
defined as

Amnsn U B imxn = C s = [Gj] mxny Where

¢ = [a] U [b] = [MaL, He] U [Maus Heul = [HaL + HeL - Hac*He, Hau + Heu- Hau*Hey] for all i, j.

Example 2.11:Consider A and B are two IVFS-matrices.

As [0205 [a&uﬂ] g
0.2,04] [0.3,0.8]

B = [0407] ozosq
[0.3,0.6] [0.7,0.9]

Then

AGB:FQZQﬂ [0.4,0.6]

- 1[0.4,0.7] [0.7,0.8]
[0.2,0.4] [uaam]U ]

[0.3,0.6] [0.7,0.9]
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AR <[02+04-02x04,05+07-05x07] [04+07—04%07,06+08-06x08]
~1[0.2+03—-0.2%0.3,04+0.6—0.4%0.6] [0.3+0.7—0.3%0.7,0.8+ 0.9 — 0.8 x 0.9]
AU g [10:6=00812-035] [11-028,14-048]
~1[0.5 - 0.06,1.0 — 0.24] [1.0 —0.21,1.7 — 0.72]
. [[0.52,0.85] [0.82,0.92]
AUB=1l0.44,076] [0.79,0.98]

Definition 2.19 [17]: Let A= [g] and B= [R] are two IVFS-matrices of same order mxn then their
intersection defined as

Amxn N B mxn = Cmxn = [Gj]mxny Where
cij = [a] N [by] = [HaL, MsL] N [Hau, Heul = [HaL*HBL, Hau*Heu] for all i, j.
Example 2.12:Consider A and B are two IVFS-matrices.

As [0205 [a&uﬂ] g
0.2,04] [0.3,0.8]

5 - [[04,07] ozosq

[0.3,0.6] [0.7,09]
Then

A [10205] NAQQL]WAQH mzoﬂ
“[02,04] [03,08]) " 1[03,06] [07,09]

Ao [[0250405507] [0.407,06+08]
“1[0.2%0.3,040.6] [0.3%0.7,08 *0.9]
_1[0.08,0.35] [02&04m]

ANB=110.06,024] [021,0.72]

Proposition: 2.2

(L)AU]=11]
(2)AN[O]=[0]

Proof (1)
Let A = [MaL, Mau] € IVFSM, and | = [j4, o] =[1, 1] be an IVFSM, then
LHS=AUI

Let A = [g] = [MaL, Hau] be an IVFSM, and | = [, py] = [1, 1] be an Universal IVFSM, then
AU I = [uaL, Hau] U [Hue, M)

= [ + ML - HaL * Hie, Hau + Hiu - Hau * Hig]
(AL + KL - Mac, Hau + i - Had]

(M, Mol
R.H.S.
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Proof (2)
Let A = [MacL, Mau] € IVFSM, and O = [j4, Hou] = [0, 0] be an Null IVFSM, then
LHS=ANO

Let A =[] = [Mav, Hau] be an IVFSM, and O = [y, Hou] = [0, 0] be an Null IVFSM, then
A N O = [Har, Hau] N [HoLs Houl
= [IhL* HoL Mau* Houl

= 1oL, Houl
=R.H.S.

Proposition: 2.3

1AU[O]=A
@ANM=A
Proof (1)

Let A = [HaL, Hau] € IVFSM, and O = [jg., Hou] = [0, O] be an Null IVFSM, then

LHS=AUO
= [IALs Hau] U [HoLs Hodl
[AL + oL - HaL * How Mau + Hou - Mau * Houl
[IAL - HoL, Mau - Hou]
[tALs Hadl
=A
=R.H.S.

Proof (2)
Let A = [MaL, Mau] € IVFSM, and | = [j4, o] =[1, 1] be an IVFSM, then
LHS=ANI

Let A = [g] = [HaL, Hau] be an IVESM, and | = [, py] = [1, 1] be an Universal IVFSM, then
AN 1= [Har, Hao] N [, Kol

= [Whe * Hic, Hau * Hiul

= [, Haul

=A

=R.H.S.

Definition 2.20 [16]: Let A = [aj]mxn be an IVFSM and K be any scalar, wheye=d (), pu (b)]. Than
scalar multiplication of IVFSM is defined as

KA = K [ (b)), b (by)]
= [Kepye (), Kxpyy ()], where K varies from 0 to 1.
Example 2.13:Consider A be IVFSM of order 2x2

[0.2,0.5] [0.4,0.6]

A=1102.04] [03.08]

and K = 0.3 be any scalar.

10
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Than

KA = 03*[[02 0.5] [0.4,0.6]]

[0.2,0.4] [0.3,0.8]

[0.06,0.15] [0,12,0.18]
:[[0.06,0.12] [0.09,0.24]]'

Definition 2.21 [12]: Ci, be an FSM of order m%nwhere = {p: 3 i, Cp# 0, (k—1)n<p<kn}forallke
I={1, 2,..., n}. Then fs-max-min decision function, denoléah, is defined as follows

Mm: FSMux? — FSMupxi,
Mm [c;p] = [di] = [max {tw}]

Where

= mingep, {Cip} if I, # 0 @
' 0.0 if L, =0

The one column fs-matrix Mm [ is called max-min decision fs-matrix.

Definition 2.22 [12]: M is a universe and [d is a max-min decision fs-matrix. Then optimum fuzzyset
M is defined as

Opt [dy] (M) = {dis/ m: m; € M, di; # O}

Now, using above definitions we can construct an IVFSMmDIhoeeby the following.

3 Operations on IVFSM

In this section, we prove the De-Morgan laws, Asso@ataws and commutative laws by using the
definitions of And-Operation and Or-Operation of IVFSM.

Definition 3.1 [20]: Let A= [gj]mxn and B= [[]mxn are two IVFS-matrices then their OR-operation is defined
as

AV B = [Gj]mxn Where ¢= [max(ar, HsL), Max(bhu, Hsu)] for alli, j.
Proposition: 3.1 (Commutative law)
AVB=BVA
Proof:
Let A = [gj] = [MaL, Hau]l and B = [R] = [UsL, Hey] are two IVFS-matrices of order mxn, than
LH.S=A VB = [la, Hau]l V [HaL, Heu]

= [max @, HsL), Max (thu, Meu)]

= [max @4, Hac), Mmax (ksu, Hau)l
=B A
RH.S

11
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Proposition: 3.2 (Associative law)
(AvB)VC=AvV(BVC)
Proof:

Let A = [g] = [UaL, Haul, B = [by] = [HeL, Heu] and C = [g] = [HcL, Hcd] are IVFS-matrices of
order mxn, than

LHS=(AVB)VC=(ua, Mau] V [MsLs Mau]) V [HeLs Medl
= ([max @, Har), max (bhu, Heu)l) v [MeL, Heul
= [max @4, e, Mcr), max (u, Hsu, Meu)l
= [, Hau] V ([max (bee, Mel), max (keu, Heu)l
=A(BvC)
R.H.S

Definition 3.2 [20]: Let A= [j]mxn and B= [ mxn are two IVFS-matrices then AND-operation is defined as
A A B = [Gj]mxn Where = [min(par, Psi), Min(Hau, Msy)] for all i, j.

Proposition: 3.3 (Commutative law)
AANB=BAA

Proof:

Let A = [g] = [MaL, Hau] and B = [B] = [MaL, Hsu] are two IVFS-matrices of order mxn, than

L.H.S =A A B = [HaL, Mau] A [MeL, My
= [min (4, UsL), Min (Hau, Meu)]
= [min @, Har), Min (beu, Hau)]
=B A
R.H.S

Proposition: 3.4 (Associative law)
(AABYAC=AA(BAC)
Proof:

Let A = [a] = [HaL, Haul, B = [by] = [HeL, Meu] @nd C = [g] = [HcL, Hey] are IVFS-matrices of order mxn,
than

LH.S=(AAB)A C=([Har, Hau]l A [Mees Heul) A [Het, Medl
= ([min (4, HeL), Min (au, Msu)l) A [Hew, Hel
=[min (i, KL, Ker), Min (Hau, Heu, Heu)l
= [M, Hau] A (Imin (WsL, Hel), min (Peu, Keu)
=A (BAC)

R.H.S

Theorem: 3.1 (De Morgan laws)

Let C =[] = [Mcw, Hed] and D = [d] = [HoL, Mou] are two IVFS-matrices of order mxn, than

12
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(1) (CvD)°=C°AD°
(2) (CAD)°=CtvD°

Proof: 1

L.H.S=(Cv D)°

= ([eL, Med] V [HoL, Moul)©
[max (i, KoL), Max (ku, Hou)l©
[1- max (gy, Hpu), 1- max (L, Ho)]
[min (1- Gy, 1- Pou), Min (1- Wer, 1- Pou)]
EaDC
=R.H.S

Proof: 2

L.H.S=(CAD)°
= ([kews Med] A [How, Hou))©
[min (jéw, Kou), Min (Keu, Mou)]©
[1- min (gy, bou), 1- Min (kew, Hoo)]
[max (1- gy, 1- kbu), max (1- L, 1- Pou)l
¢Evp*
R.H.S

Similarly we can prove other related laws by usiing above definitions.
4 IVFS-Max-Min Decision Making

In this section, we construct an IVFS-max-min demismaking (IVFSMmDM) method by using

IVFS-max-min decision function which is defined heBefore this method FSMmDM method was
introduced by (Cagman and Enginoglu) in [12]. By tlep of FSMmDM method we introduced a new
decision making method which is known by IVFSMmDM method.e Tinethod selects optimum

alternatives from the set of the alternatives.

Definition 4.1: Let [cj] € IVFSmen% Ik ={P:3i,cip#0, (k-1) n<P < kn} for all kel = {1, 2, 3, ..... ,
n}. Then IVFS-max-min decision function denoted bynMind defined as

Mm: IVESMuxr2 — IVESMppxt
Mm [cip] = [diz] = [max {ti}]

Where

ty = mi“pelk{cip} if I, #0 -
[0.0,0.0] if I, =0

Where ¢ = [min (Mayj, Hsyj). Min (Hayj, Mey;)] for all i, j, k. such thatp = n 1) + k
Which is one column IVFSM Mm [g is called max-min decision IVFSM.

Definition 4.2: M = {my, m,, m,....., m} be a universal set and max-miny,Jc= [d;y]. Then optimum
fuzzy set on U is defined as

Opt [d1] (M) = {d;s/m;: meM, di;# 0} which is called optimum IVFS on M.

13
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4.1 Generalized IVFSMs in decision making problem

Two friends A and B want to take a decision that whicy isitmore appropriate for living from any country
of the world according to these parameters such asatdogc health, local bodies and devolvement
programs i.e., parameters (E). Both friends have @metb take decision and evaluation of parameters
related to the chosen object or may option the same gatrafeters. Here it is assumed that the evaluation
of parameters by the decision makers must be gerettdlizzy and may be presented in linguistic form or
generalized FSS format, alternatively, in the form afegelized fuzzy soft matrices.

Now, by using the definition of IVFSMmDM we constructagorithm for decision making.

Algorithm:

Select the appropriate subsets from the set of paresnete
Construct the IVFSM by selected set of parameters.
Take the product of the IVFS-matrices by And product.
Find max-min decision IVFSM.

Finally we find optimum IVFSM on M.

CAE N

Application:
Let M = {Q, P, K, S} be a universal set which consist$aur cities of any country the world.

Let E = {y1, Vo, Y5, Va} be the set of parameter where ea¢lstgnd for Education, health, local bodies
and development program respectively.

Example 4.1: Two friends A and B are wants to live in any city of Mpdth friends have their own set of

parameters. Then we select a city on the basis of th@k&iend’'s parameters by using the IVFSMmDM as
follows.

Suppose M = {Q, P, K, S} be a universal set and E=¥y s, Y4} be a set of parameters.

Step 1
First of all A and B both friends chose the set of pararset

A={y1, Yo, Yu} and B = {y1, Y2, ¥a}.

Step 2

Now, we construct the IVFS-matrices by using equation 8rdaug to selected parameters of both friends.

[0.4,0.5] [0.3,0.4] [0.0,0.0] [0.2,0.3]

- |[0.7,0.8] [0.6,0.6] [0.0,0.0] [0.5,0.6]
A=[al=(10808] [07,08] [0.0,00] [04,05]
[0.3,0.4] [0.3,0.4] [0.0,0.0] [0.2,0.3]

[0.6,0.7] [0.4,0.5] [0.3,0.4] [0.0,0.0]

_ .~ _|[0.7,08] [0.6,0.7] [0.2,03] [0.0,0.0]
B=d=1108,09] [0809] [0.506] [0.0,0.0]
[0.4,0.5] [0.3,0.4] [0.2,0.3] [0.0,0.0]

14
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Step 3

Now, we find product of IVFS-matrices by using And-praduc

[0.6,0.7) [0.4,05] [0.3,04] [0.0,0.0]
[0.7,08] [0.6,0.7] [0.2,03] [0.0,0.0]
[0.8,09] [0.8,09] [0.50.6] [0.0,0.0]
[0.4,05] [0.3,04] [0.2,03] [0.0,0.0]

[0.7,0.8] [0.6,0.6] [0.0,0.0] [0.50.6]
[08,0.8] [0.7,08] [0.0,00] [0.4,05]|"
[0.3,0.4] [0.3,04] [0.0,0.0] [0.2,03]

[0.4,0.5] [0.3,0.4] [0.0,0.0] [0.2,0.3]
[ag] A [oi] = ]

[4,5] [4.5] [3,4] [0,0] [3,.4] [3.4] [3,4] [0,.0] [0,.0] [0,0] [0,.0] [0,0] [2.3] [2.3] [2.3] [0,.0]
|[7.8] [6.71 [2.3] [0,.0] [6.6] [6.6] [2.3] [0.0] [0,.0] [0,0] [0,.0] [0,0] [5.6] [5.6] [2.3] [0,.0]
[al]/\[bk]_l[.g'.g] [8,8] [5.6] [0,0] [7..8] [7.8] [5.6] [0,.0] [0,0] [0,0] [0,0] [0,.0] [4.5] [4.5] [4.5] [0,.0]
[3,4] [3.4] [2.3] [0,.0] [3.4] [34] [2.3] [0.0] [0.0] [0,0] [0.0] [0,0] [2.3] [2.3] [2.3] [0,.0]

Step 4

To calculate Mm ([@ A [bi]) = [di1], in this step we finddfor all i=1, 2, 3, 4.
First of all we find d.

d]_l: max {tlk} = max {tllx 1o, U3, t14} where ke {1, 2,3, 4}

For d, we also find { for all ke {1, 2, 3, 4}.

When k=1 and n = 4 theq is I, = {P: ¢p #0, 0<P<4} and

When we find t, then k =2, n =4 and k {P: ¢p #0, 4<P <8}.

Similarly for k = 3, k= {P: 6, #0, 8<P <12} and for k = 4, ) = {P: ¢p #0, 12< P< 16}.
ty1 = min {C1y, G, G}, Where g, = [Min {acy, HeLsl, Min {Waus Heudl]

t,; = min {[0.4, 0.5], [0.4, 0.5], [0.3, 0.4]}

= [03, 04]

Similarly we obtain other values

o= min {C15, Ci6, C17} =min {[03, 04], [03, 04], [03, 04]}

o= [03, 04]

ti3= [00, 00]

iy = min {C213, C14 C215} =min {[02, 03], [02, 03], [02, 03]}

t14 = [02, 03]

So

d11: max {tlll to, b3, t14} = max {[03, 04], [03, 04], [00, 00], [02, 03]}
d11: [03, 04]

Similarly we find @1, tsy, dy.

d21: max {t2k} = max {t21, t22, t23, t24} where ke {1, 2, 3, 4}

= min {Cz]_, G2, C23} =min {[07, 08], [06, 07], [02, 03]}

= [02, 03]

o= min {C25, Co6, 027} = min {[06, 06], [06, 06], [02, 03]}

o= [02, 03]

t23 = [00, OO]

by = min {C213, C14 C215} =min {[05, 06], [05, 06], [02, 03]}

by = [02, 03]

So

d21: max {t21, 1o, b3, t24} = max {[02, 03], [02, 03], [00, OO], [02, 03]}
dz]_: [02, 03]

d31: max {t3k} = max {t31, 130, 133, t34} where ke {1, 2,3, 4}

13 = min {Cgl, Cso, C33} =min {[08, 08], [08, 08], [05, 06]}

t31 = [05, 06]

I3 = min {C35, Csp, C37} = min {[07, 08], [07, 08], [05, 06]}

I3 = [05, 06]

t33= [00, 00]

I3y = min {C313, C314 C315} =min {[04, 05], [04, 05], [04, 05]}

ty = [04, 05]

So

d31: max {t31, t32, t33, t34} = max {[05, 06], [05, 06], [00, OO], [04, 05]}

15



Zulgarnain and Saeed; BJMCS, 20(5): 1-17, 2017ichetno.BIMCS.31243

d31: [05, 06]

Finally we find d;

ds1= max {ty} = max {ts1, tio, t43, tua} Where ke {1, 2, 3, 4}
t41 = Min {C41, G2, G4z} = Min {[0.3, 0.4], [0.3, 0.4], [0.2, 0.3]}

t41 = [02, 03]
t42 = min {Cs5, &6, G472 = Min {[0.3, 0.4], [0.3, 0.4], [0.2, 0.3]}
t42 = [02, 03]
t43 = [00, 00]
Ty = min {C413, Ca14 C415} =min {[02, 03], [02, 03], [02, 03]}
t44 = [02, 03]
So
ds1= max {ty1, to, a3, g} = max {[0.2, 0.3], [0.2, 0.3], [0.0, 0.0], [0.2, 0.3]}
d41: [02, 03]
Finally we obtain the IVFSM by IVFSMmDM.
di1
d
Mm ([g] A [bw]) = [di] = d21
31
dyy
[0.3,0.4]
0.2,0.3
[da] = {0.5, 0.6} ©
[0.2,0.3]

Finally, we obtain an optimum IVFSM on M according to aboagrix.
Opt Mm ([d A [by]) (M) = {[0.3, 0.4]/Q, [0.2, 0.3]/P, [0.5, 0.6]/K, [0.2, 0.5}
Where K is optimum city of any country of the world for figiof A and B.

Similarly we can apply Or-product for other problems.

5 Conclusions

In this paper, we study basic definitions of IVFSM wigbme properties and prove commutative laws,
associative laws and De-Morgan laws by using And-Qjmeraand Or-Operation on IVFSM. In [12]
(Cagman and Enginoglu) introduced FSMmDM method bygisuzzy soft max-min decision making
function on FSM. We have extended the approach of Cagméiaginoglu and proposed a new decision
making method on IVFSM named as “interval valued fuzzy safx-min decision making method”
(IVFSMmDM) with the help of interval valued fuzzy soft mann decision making function. Finally, we
applied IVFSMmDM method for decision making by using deden [19].
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