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A New Hybrid Machine Learning for Cybersecurity Threat
Detection Based on Adaptive Boosting
Ployphan Sornsuwit and Saichon Jaiyen

Advanced Artificial Intelligence Research Laboratory, Department of Computer Science, Faculty of
Science, King Mongkut’s Institute of Technology Ladkrabang, Bangkok, Thailand

ABSTRACT
A hybrid machine learning is a combination of multiple types
of machine learning algorithms for improving the performance
of single classifiers. Currently, cyber intrusion detection sys-
tems require high-performance methods for classifications
because attackers can develop invasive methods and evade
the detection tools. In this paper, the cyber intrusion detection
architecture based on new hybrid machine learning is pro-
posed for multiple cyber intrusion detection. In addition, the
correlation-based feature selection is adopted for reducing the
irrelevant features and the weight vote of adaptive boosting
that is adopted to combine multiple classifiers is concentrated.
In the experiments, UNB-CICT or network traffic dataset is used
for evaluating the performance of the proposed method. The
results show that the proposed method can achieve higher
efficiency in every attack type detection. Furthermore, the
experiments with Phishing website dataset UNSW-NB 15 data-
set NSL-KDD dataset and KDD Cup’99 dataset are also con-
ducted, and the results show that the proposed method can
produce higher efficiency as well.

Introduction

In recent years, many applications of computer and network technologies
have been used and added in daily life, including the use of data privacy,
government data, or business data. Cybersecurity has become more impor-
tant to prevent intrusion into systems. In the past, setting up a security
policy on a firewall may not have enough protection against these intru-
sions because the invasion of new forms has been developed, including
using the weaknesses of the operating system, including the settings in
communication between networks. However, we can detect the malfunc-
tion as well as prevent the intrusion by using the Intrusion Detection
System (IDS) (Anand and Patel 2012). Presently, intrusion focuses on
commercial interests because there are many activities that are security
risks, and important activities such as transferring money online, sending
important files through emails or social networks, etc. Although there is
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the use of https protocol, that does not mean that it can be protected
completely, for example, website phishing activities that trick individuals
into registering personal information, DDoS attacks to stop services of
target machines, etc. One major attack that evades firewalls and IDS/IPS is
Tor or “The Onion Router” which is a distributed overlay network
designed to anonymize TCP-based applications like web browsing, secure
shell, and instant messaging (Dingledine, Mathewson, and Syverson 2004).
This is a service created to allow people to surf the Internet without
revealing themselves. The user will need to connect to a network of
other middleware that will hide the IP address from the website visited
as a private route, so no one can trace your usage, even with Tor users it
can be hard to detect. Currently, this is a challenge for these securities.

Machine Learning has been made for practical usage to enhance the
detection capabilities of IDS, but still cannot detect them all. There still
exist some errors (AbdElrahman and Abraham 2014; Amer, Goldstein, and
Abdennadher 2013; Mascaro, Nicholson, and Korb 2014; Sagha et al. 2013;
Sheykhkanloo 2014). Moreover, hybrid and ensemble systems are also used
to increase the capability of the traditional IDS. The research (Aburomman
and Reaz 2017) on the detection of abnormalities found that the ensemble
implementation of IDS detection enhancements has been developed in two
ways: the homogeneous ensemble method and the heterogeneous ensemble
method. In the homogeneous ensemble method, a weak learner is used in the
same way, but heterogeneous ensemble method will choose a different weak
learner. Both methods must boost the weak learner to combine decisions to
achieve better final results than the single learner. This is achieved when
testing by doing the classification in each research by using the different
methods. Voting found that homogeneous ensembles can frequently classify
some classes into which the difficult class is. For heterogeneous ensemble, it
has low false alarm detection but both still have the same disadvantage which
cannot detect the new irregularities.

Therefore, through these studies, we can see that machine learning is
widely used in classification problems. The problem of multiple intrusion
detection can be considered as a multiclass classification problem. So, the
objective of our research is to develop new effective Adaboost algorithm to
classify multiclass intrusions by using UNB-CIC Tor Network Traffic dataset
(UNB, 2017). In addition, a new hybrid classifier is developed for IDS dataset
in which features are collected by correlation-based selection. The selected
features will be trained with multiple weak learners and build a strong
hypothesis by voting.

The rest of this paper is arranged as follows. “Review of Related Work” is
a section describing recent related researches. “Ensemble Learning” and
“correlation-based feature selection” are described briefly. Concepts of the
two algorithms are proposed. “Proposed Method” presents an algorithm
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and proposed hybrid method. “Experimental Results” section shows our
experiment. The final section is “Conclusion and Future Work”.

Related Work

Based on the research in the past, many current researchers have developed
various studies to detect malfunctions on network-based investigations and
applied a variety of machine learning techniques in anomaly detection
(AbdElrahman and Abraham 2014; Amer, Goldstein, and Abdennadher
2013; Mascaro, Nicholson, and Korb 2014; Sagha et al. 2013; Sheykhkanloo
2014), mostly to improve classification efficiency. For example, Hussain and
Lalmuanawma tested various methods of hybrid systems with different
feature selections with a 4.5 weak learner which was adapted to the
Adaboost algorithm. The experiment showed that the wrapper method and
Adaboost with decision tree with weak learners gave the best efficiency
(Hussain and Lalmuanawma 2014). Wahba et al. proposed hybrid feature
selection methods by combining correlation-based and information-gained
in selecting relevant features and classification steps using Adaboost.M1 with
Naïve Bayes weak learners, the result showed a good detection rate and a low
false positive rate (Wahba, ElSalamouny, and ElTaweel 2015). Aburomman
and Reaz proposed a novel combination of multiple experts (SVM, k-NN,
PSO) into one ensemble algorithm, they combined all results from different
experts by using a weighted majority vote. The result showed that the novel
approach gave better accuracy than other methods (Aburomman and Reaz
2016). Michael et al. proposed supervised machine learning with meta-
classifiers, the results showed that the bagging with REPTree weak learners
was more capable in predicting than other meta-classifiers (Michael,
Kumaravel, and Chandrasekar 2015). Nejad and Abadi developed a security
system with IG and GR feature reduction and applied features in Adaboost
methods, IG and Adaboost with random tree gave the better performance
than other methods (Nejad and Abadi 2014).

Other machine learnings and hybrid methods were improved perfor-
mance of Adaboost such as SVM (Ren 2014), Neuro-Fuzzy (Kumar and
Selvakumar 2013) or new weight vote framework (Kuncheva and
Rodríguez 2014). In addition, classification is conducted by using
Adaboost.m1, which is a multiclass boosting tool which is used to improve
classification methods and show satisfactory performance more than other
ensemble methods. Most of this research tries to improve the performance
of Adaboost methods with several weak learners, but most of these are not
effective to detect multiclass intrusion (Zhang and Xie 2010). However,
there are various intruding ways and behaviors that avoid network detec-
tion, and conceal or prevent communication in order to make it difficult
to trace internet activity or fraudulent websites, etc. Thus, some studies

464 P. SORNSUWIT AND S. JAIYEN



made efforts to develop detection algorithms: Hodo et al. presented the
process of classification of Tor Traffic and Non-tor traffic to monitor the
activity and security of the user’s usage. The researchers have compared
the quality of classification with Artificial Neural Network and Support
Vector Machine using UNB-CIC TOR Network Traffic dataset and
resulted in the usage of Correlation-based feature selection (CFS) and
can select 10 features then classify them with Artificial Neural Network.
The results of this study had an accuracy of 99.8% (Hodo et al. 2014). The
research of Ghafir, Svoboda, and Prenosil also presented a methodology
for detecting Tor by applying our methodology on campus live traffic and
showed that it can automatically detect Tor connections (Ghafir, Svoboda,
and Prenosil 2014b). Some studies use hybrid feature selection with
Mbox2xml tools to extract features, then use Bays Net Algorithm as
a Classifier to analyze whether this is phishing email or not. Results
found that when select features are left to only eight features and accuracy
in classifying is as high as 94% (Hamid, Abawajy, and Kim 2013) as with
the research (Abdelhamid, Ayesh, and Thabtah 2014) developed a Multi-
label Classifier based Associative Classification (MCAC). This was used to
classify phishing using Chi-square feature selection method to select fea-
tures for the test compared to other machine learning and found that
using MCAC has a higher accuracy and can detect a new class called
“Suspicious” that was not originally in the training data set.

Ensemble Learning

Boosting is an important method in ensemble learning, Boosting is the
method which was involved with the creation of different ensembles from
many weak learners that were combined these weak learners into a single
strong learner. The idea of Boosting, when we have distribution from
various weak learners may have the answer of class that is correct or
incorrect. Boosting can combine them to achieve single strong learners
which is the final correct answer, according to the following procedure
(Zhou 2012)

Adaboost.M1 is an extension of the original adaptive boosting method. It
is extended to multiclass boosting with a different weight changing mechan-
ism (Galar et al. 2014). The key idea of Adaboost.M1 is that it will update the
distribution weights of samples that are classified by the current hypothesis.
In Adaboost.M1, the weak learner requires errors less than 0.5% before
adding to the ensemble. Adaboost.M1 will concentrate on difficulty classified
instances by increasing weights of incorrectly classified samples. The details
of this algorithm are shown in algorithm 1.
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Algorithm 1: Adaboost.M1

Input: sequence ofm examples x1; y1ð Þ; . . . ; xm; ymð Þ; xi 2 X; with labels yi
Є Y = 1; . . . ; kf g

Weak learning algorithm (Weaklearn)

Integer T specifying number of iterations

Initialize D1 ið Þ ¼ 1=m for alli

Do for t ¼ 1:2; . . . ; T

1. Call Weaklearn and provide it with the distribution Dt

2. Get back a hypothesis ht : X ! Y

3. Calculate the error of ht: εt ¼
P

i:ht xið Þ�yi Dt ið Þ if εt> 1/2 then set T ¼ T � 1
and abort loop

4. Set βt ¼ εt= 1� εtð Þ
5. Update distribution Dt : Dtþ1 ið Þ ¼ Dt ið Þ

Zt
� βt if ht xið Þ ¼ yi

1 otherwise

�

Where Zt is a normalization constant (Chosen so that Dtþ1 will be
a distribution)

Output the final hypothesis: hfin ¼ argmax
yY

P
t:ht xð Þ¼y log

1
βt

Correlation-Based Feature Selection

Correlation-based feature selection (CFS) is a principle of screening and
ranking subgroups according to the relationship between features and classes
by the good subgroups of features, it will have a high correlation with a class
that will be selected for using in predicting the answer for class. In the case of
features which have no correlation in redundant information should be
eliminated as well.

Network Traffic dataset contains attributes that are correlated with each
other, so we need to select only the high relationship features by using
correlation-based feature selection. Correlation-based feature selection eval-
uates subsets of features by considering the individual predictive ability of
each feature along with the degree of redundancy between them. Subsets of
features that are highly correlated with the class while having low intercor-
relation are preferred (Hall 1999).

The correlation can be calculated as

Merits ¼
k�rcfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

kþ k k� 1ð Þ�rff
p (1)

where
Merits is the correlation between the summed components and the outside

variable.
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k is the number of components.
�rcf is the mean feature-class correlation f �Sð Þ
�rff is the average inter-correlation between components.
The heuristic metrics �rzi and �rii are computed as the symmetrical uncer-

tainty (SU)

SU ¼ 2:0� H Xð Þ þH Yð Þ � H X;Yð Þ
H Xð Þ þH Yð Þ

� �
(2)

where H Xð Þ is defined as entropy that can be calculated as

H Xð Þ ¼ �
X

x�X
p xð Þlog2 p xð Þð Þ (3)

Proposed Method

The proposed model will use five machine learning techniques as weak
learners to build the model and combine the model to be the final hypothesis
with Adaboost.M1 and then evaluate the efficiency of the algorithm and
comparison. The processes of training the proposed model are consisting
of four stages which are data preprocessing, hybrid weak classifier training,
strong classifier training, and performance evaluation as shown in Figure 1.
The first stage is the data pre-processing. Firstly, some symbolic features
must be converted to numeric features such as Source IP and Destination
I because they cannot be calculated by machine learning algorithms. Then,
the correlation-based feature selection is applied for selecting the relevant
features in the dataset in order to reduce the number of features. The second
stage is to train various classifiers with the training set. In this stage, five
classifiers including k-NN, C4.5, MLP, SVM, and LDA are adopted to build
the weak classifiers. Each classifier is effective for detecting each type of
intrusion. The third stage is to build a strong classifier by Adaboost.M1
(Freund and Schapire 1996). The final stage is to evaluate the performance
of the classifier. The main idea is to build a strong classifier from various
types of weak classifiers by adopting Adaboost.M1 (Galar et al. 2014). In
Adaboost.M1 algorithms, the weak classifiers are the same type, and the
strong classifier is built by the combination of the same weak classifiers. In
our proposed method, the combination of the same type of weak classifiers is
changed to the combination of various types of weak classifiers.

After learning processes, βtwill be obtained from every weak leaner as
β1 � β5. After that, βt is sent for calculation in the testing process. Testing
data will be exploited to classify it with five weak learners to get a hypothesis
ht from h1 � h5. In this process, βt and ht will be employed to vote with the
method of Adaboost.M1. The proposed hybrid machine learning for detect-
ing cybersecurity intrusions is shown in Figure 2. This new model is designed
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to increase the efficiency of cybersecurity threat detection according to the
ability of hybrid machine learning algorithms and correlation-based feature
selection as mentioned above.

Experimental Results

Our research dataset was created from real-world traffic, defined as a set of tasks
that created users, including Alice and Bob, to use different applications such as
Skype, Facebook, and so forth to capture the traffic that occurs during eight
service communications, which includes audio, browsing, chat, file transfer,
mail, P2P, video, and VOIP (Lashkari et al. 2017) used in the dataset for
experiments which contain two scenarios: Scenario A and Scenario B, in
which both scenarios are different. Scenario A has two classes which are inter-
ested in classifying normal traffic and Tor traffic, but Scenario B is interested in
classifying characterization of all eight services of Tor traffic as mentioned
above. The details of the two scenarios can be found in Tables 1 and 2 as follows.

In addition, experiments will use the cybersecurity dataset to confirm the
performance of our proposed algorithms, with a variety of attacks and dataset
with traditional and existing intrusion including Phishing website, UNSW-
NB15, NSL-KDD and KDD Cup’99.

Data Preprocess and Feature Selection

In the pre-processing step, the text features that are converted into numeric
features are proto, service and state. In this process, the correlation-based

Figure 2. The proposed hybrid machine learning model.

Table 1. Number of data in Scenario A.
Class No. of data Description

Tor 8,044 Tor Traffic
Nontor 59,790 Normal Traffic
Total 67,843 Tor and Normal Traffic
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feature selection is applied to select the relevant features, because it is an
effective way to detect intrusion (Bahl and Sharma 2015; Eid et al. 2013;
Nguyen, Franke, and Petrovic 2014; Shahbaz et al. 2016; Zhang et al. 2017).
After pre-processing, we divide the UNB-CIC Tor Network Traffic dataset
into Scenario A and Scenario B to the training dataset and testing dataset of
70:30, which gives the amount of data for both scenarios shown in Table 3.
There are six features selected from this process, to be found in Table 4.

Performance Evaluation

In the experimental results, the comparative efficiency between single classi-
fiers and the proposed multiple classifiers are done by using efficiency:
precision, detection rate, specificity, FPR, f-Measure, and accuracy. Tables 5
and 6 shows confusion matrix of Scenario A and scenario B. Tables 7 and 8
show the efficiency analysis value from the confusion matrix from both
Scenario A and scenario B. Based on the analysis, the analysis yielded
100% efficiency for Scenario B, which means that it is very efficient to classify
Tor traffic. Comparing performance with other machine learning methods
has been made for regular classification finds that the method we offer for
detector intrusion efficiency is higher than Scenario A and Scenario
B between weak learners before a vote and model and after a vote, as
shown in Tables 9 and 10, which is most efficient when compared to other
methods of Scenario A and scenario B.

In addition, our research offers comparisons with other Intrusion Datasets.
The results show a comparison of Phishing web performance (Abdelhamid,
Ayesh, and Thabtah 2014) in Table 11, UNSW-NB15 (Moustafa and Slay

Table 2. Number of data in Scenario B.
Class No. of data Description

Browsing 1,604 HTTP and HTTPS traffic is generated by the user with two web browsers;
Firefox and Chrome.

Email 282 Traffic sample created with Thunderbird client, both Alice and Bob accounts
using Gmail in which the clients will send of SMTP/S and received with
POP3/SSL.

Chat 323 Send Instant Message and specify a chat label for applications such as ICQ,
Skype, IAM as well as Facebook and Hangout (on the web browser).

Audio 721 The traffic of the streaming data that is labelled as audio is stored in Spotify.
File Transfer 864 The traffic used to receive and send files, FTP over SSH (SFTP) and FTP over

SSL (FTPS).
P2P 1,085 The traffic sharing using a protocol like Bit Torrent, which in order to

generate traffic download the .torrent file and then capture the session
traffic.

Video 874 The traffic of the video data that is labelled Video, which will be collected
from YouTube and Vimeo Services.

VOIP 2,291 It is a VOIP application that is stored from Voice Call from Facebook, Skype
and Hangout Application.

Total 8,044 All classes ofTor in Scenario B
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Table 3. The details of the dataset for the Training dataset and the Testing dataset.
Scenario A Scenario B

Class Class No. of data Class จำนวน
Training Tor Traffic 5631 Audio 505

Normal Traffic 1853
Browsing 1,123
Chat 226
File-Transfer 605
Mail 197
P2P 760
Video 612
VOIP 1,604

Testing Tor Traffic 2413 Audio 216
Normal Traffic 17937

Browsing 481
Chat 97
File-Transfer 259
Mail 85
P2P 325
Video 262
VOIP 687

Total 67,843 Total 8,044

Table 4. The six features from the feature selection process.

Dataset
Number of features in

dataset
Features
name Dataset

Number of features in
dataset

Features
name

Scenario A 2 Source Port Scenario B 1 Source IP
5 Protocol 2 Source Port
7 Flow Bytes/s 7 Flow Bytes/s
14 Fwd IAT Std 11 Flow IAT

Max
17 Bwd IAT Mean 16 Fwd IAT Min

20 Bwd IAT Min

Table 5. The confusion matrix of our proposed method
Scenario A.

Predict Class

Actual Classes Normal Tor

Normal 17937 0
Tor 5 2408

Table 6. The confusion matrix of our proposed method from Scenario B.
Predict Class

Actual Classes Audio Browsing Chat File-transfer Mail P2P Video VOIP

Audio 216 0 0 0 0 0 0 0
Browsing 0 481 0 0 0 0 0 0
Chat 0 0 97 0 0 0 0 0
File-transfer 0 0 0 259 0 0 0 0
Mail 0 0 0 0 85 0 0 0
P2P 0 0 0 0 0 325 0 0
Video 0 0 0 0 0 0 262 0
VOIP 0 0 0 0 0 0 0 687
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2015) in Table 12, NSL-KDD (UNB 2018) and KDD Cup’99 (KDD Cup 99
1999) Table 13 shows that the algorithms we present are effective in classi-
fication. In the case of the UNSW-NB15 dataset, the NSL-KDD dataset, and
the KDD Cup’99 dataset, we will use the database for training and for testing
the original file created by the developer.

In Table 11, classification with the website phishing dataset showed that
the proposed algorithm had the highest efficiency of 97.54%, with a detection
rate of phishing class of 100% as well as the UNSW-NB15 dataset. As shown
in Table 12, even with the classification of many classes and invasions were
different, the way we present still gives the highest performance in the NSL-
KDD and KDD Cup’99, there are five types of invasions that are similar, even
NSL-KDD is a modified version of the KDD Cup’99as shown in Table 13.
The algorithm we are presenting can also detect both dataset intrusion and
capture well on every dataset presented.

Furthermore, we tested the procedure with the ensemble method to test 50
models by applying C4.5 as a weak learner; it was found that Adaboost.M1
had an accuracy of 76%. According to the analysis, it was found that our
proposed method was regarded as an incorporation of effective procedures,
but it required only 1 model to vote with the method of Adaboost.M1. This
resulted in the most effective experimental result, and it was substantially
different from other methods.

Conclusions

In this paper, the new hybridmachine learning for cybersecurity threat detection
is proposed. This new hybrid classifier is the combination of C4.5, MLP, SVM
and LDA based on adaptive boosting. The UNB-CIC Tor Network Traffic
datasets are used in the experiments for evaluating the performance of the
proposed model. In addition, the experiments, correlation-based feature selec-
tion method is applied to all datasets in order to reduce redundant features.

Table 9. The performance of the proposed algorithm compared to doing Classification with
other methods of Scenario A.
Classifier Intrusion type Detection Rate False Positive Rate Accuracy

k-NN Tor 15.64 1.13 37.36
Non Tor 98.87 84.36

C4.5 Tor 11.87 0 11.95
Non Tor 100.00 88.13

LDA Tor 17.43 0 43.85
Non Tor 100.00 82.57

MLP Tor 43.07 0 84.32
Non Tor 100.00 56.93

SVM Tor 8.62 12.02 84.13
Non Tor 87.98 91.38

Our Approach Tor 99.97 0 99.98
Non Tor 100 0.03
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Tables 5–6 show the confusion matrix and Tables 7–8 show the efficiency of our
proposed model including precision, detection rate, false positive rate, f-mea-
sure, and accuracy. It was found that the algorithm we offer has a high

Table 10. The performance of the proposed algorithm compared to doing classification with
other methods of Scenario B.
Classifier Intrusion type Detection Rate False Positive Rate Accuracy

k-NN AUDIO 66.24 2.8 66.79
BROWSING 57.84 10.72
CHAT 16.05 3.6
FILE-TRANSFER 42.42 8.41
MAIL 27.69 2.85
P2P 87.22 0.54
VIDEO 43.42 7.46
VOIP 82.90 1.12

C4.5 AUDIO 57.41 3.02 73.51
BROWSING 72.40 14.65
CHAT 53.53 0.27
FILE-TRANSFER 100.00 7.99
MAIL 100.00 0.47
P2P 86.79 0.15
VIDEO 49.55 2.23
VOIP 85.52 0.12

MLP AUDIO 67.02 6.37 60.98
BROWSING 52.00 1.89
CHAT 6.45 3.99
FILE-TRANSFER 61.46 8.65
MAIL 53.85 2.8
P2P 80.60 0.05
VIDEO 36.28 3.86
VOIP 98.91 16.09

SVM AUDIO 32.90 3.24 74.17
BROWSING 83.28 10.15
CHAT 39.53 2.71
FILE-TRANSFER 100.00 8.15
MAIL 97.44 1.98
P2P 99.38 0.19
VIDEO 99.13 1.56
VOIP 77.22 0.59

LDA AUDIO 43.45 6.75 26.87
BROWSING 57.99 15.17
CHAT 59.32 2.63
FILE-TRANSFER 28.27 8.83
MAIL 21.43 3.42
P2P 23.98 0.09
VIDEO 0.00 11.65
VOIP 0.00 30.68

Our Approach AUDIO 100 0 100
BROWSING 100 0
CHAT 100 0
FILE-TRANSFER 100 0
MAIL 100 0
P2P 100 0
VIDEO 100 0
VOIP 100 0
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performance for classifying different types of Tor in scenario B dataset results up
to 100%.

However, the overall efficiency was satisfactorily high. The experimental
result, compared with efficiency between machine learning as weak learner
five methods: k-NN, C4.5, MLP, SVM, was LDA and our approach before
voting and after voting with adaboost.M1 found that our proposed model had
the highest efficiency. This means that high detection accuracy and low false
positives are ideal for further development for real-time intrusion detection. In
addition, compared with other intrusion databases such as Phishing website
dataset UNSW-NB15 dataset NSL-KDD dataset and KDDCup’99 dataset, it was
found that our proposedmodel still had the highest efficiency in detecting errors
compared with other methods. Additionally, it was compared with other
research (Hodo et al. 2014) studies that employed UNB-CIC Tor Network
Traffic datasets and the result found was that our research had higher efficiency.

Efficiency compared with the experimental work presented in the report,
CFS-ANN was used for 99.8% accuracy. However, the research was 100% for
Scenario B dataset.

According to all experimental results, it could be confirmed that our
proposed model not only had higher efficiency in detecting intrusion than
other methods, but it also had efficiency in detecting new intrusions that
have never been found in the system. It is suitable for detecting abnormalities
in the current situations where new abnormalities are hidden in the network
and they are harmful to implementation.
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