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ARTICLE

Trust and Distrust based Cross-domain Recommender 
System
Richaa and Punam Bedib

aSchool of Computer Science and Engineering, VIT, Chennai, India; bDepartment of Computer Science, 
University of Delhi, Delhi, India

ABSTRACT
A recommender system (RS) provides assistance for users to 
filter out items of their interest in the presence of millions of 
available items. The reason is to find out the likewise user with 
the assumption that if users have shared similar interest in the 
past then they may share the same in future. Collaborative 
filtering (CF) is the widely used recommendation algorithm 
due to its ease of use but suffers with the problems of sparsity 
and cold start problem. In this paper, we propose a trust and 
distrust-based cross domain context aware recommender sys-
tem in the multi-agent environment which tries to reduce the 
problem of data sparsity in collaborative-filtering recommender 
system and improves coverage. Cross Domain Recommender 
System (CDRS) utilizes data from multiple domains to reduce 
the problem of sparsity. Moreover, the combination of trust and 
distrust in recommendation help to improve trustworthiness of 
generated recommendation. Distrust provides higher accuracy 
in recommendation by incorporating knowledge about the mal-
icious users. Prototype of the system is developed using JADE 
and Java technology for the tourism domain consisting of res-
taurant, hotel, travel places and shopping places as sub- 
domains. The performance of the proposed trust and distrust- 
based cross domain recommender system is compared with the 
traditional approach of recommendation along with the cross 
domain approach and trust-based cross-domain approach in 
terms of accuracy and coverage. The results show that the 
proposed system outperforms in terms of both accuracy and 
coverage.

KEYWORDS 
Recommender Systems; 
Collaborative Filtering; Trust; 
Distrust; Cross-domain; 
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Introduction

Popularity of recommender systems is increasing amongst the users to find the 
information of their interest on the web. This information is transforming 
a wide variety of services, whether it is movies, e-commerce, tourism, news, or 
online music choices (Das 2007), (Bedi, Agarwal, Jindal and Richa 2014), 
(Yeung and Yang 2010). The diversity in services of recommendation also 
has the diversity in users and their rapidly changing interest in the related area. 
The major source of information is user supplied reviews either in the form of 
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rating or in the form of text reviews. There are also other sources to capture the 
implicit user interest. In the present scenario web is flooded with the informa-
tion, so to assist them recommender system comes into existence (Resnick and 
Hal 1997). Recommender system is broadly divided into four types: collabora-
tive filtering, content-based, , and hybrid approach. Collaborative filtering is 
the most widely adopted approach among various e-commerce sites because of 
its ease of use.

Collaborative filtering (CF) is based on the assumption that if user has 
shared the similar interest in past then they may share the same in future 
(Schafer et al. 2007). CF has further divided into two – user-based collabora-
tive filtering and item-based collaborative filtering. User-based approach ana-
lyzes users behavior to find out similar users on the basis of past ratings 
whereas item-based CF considers similar items rather than similar users 
(Badrul et al. 2001). Pearson Correlation Coefficient (PCC) and cosine simi-
larity are two widely used similarity measures in CF recommender systems 
(Benesty, Huan, and Chen 2009). Constrained Pearson Correlation Coefficient 
(CPCC) takes the positive and negative ratings into account from the absolute 
rating scale used in recommendation (Shardanand and Maes 1995). So the 
system can consider the absolute rating difference on the basis of the scale of 
ratings. Although CF is widely used but it suffers with the problem of sparsity 
and cold start problem. Sparsity problem is introduced because of the presence 
of millions of items as well as users in the real world scenario. Even if the user 
rates a few items, this will be a very small amount which results into sparse 
data. The cold start problem occurs due to the introduction of new users as 
well as new items in the system. The reason behind is, initially the system has 
not data rated by the new user or for the newly introduced items.

The problem of sparsity has been widely discussed among the researchers 
and many solutions have been suggested in the literature. Cross domain 
recommender system (CDRS) is one such solution suggested in literature for 
the problem of sparsity (Cremonesi, Tripodi, and Turrin 2011), (Cantador 
et al. 2015). In CDRS, multiple source domains are used to find out the similar 
users to the target user. The objective of this approach is to handle the problem 
of sparse data (Berkovsky, Kuflik, and Ricci, 2007a). It imports and aggregates 
the data from source domains to enrich the data in the target domain 
(Berkovsky, Kuflik, and Ricci, 2007b). For example, users rating from book 
recommender can be used in the movie recommender by providing recom-
mendation of movie using the genre of the book. Integration of all the available 
ratings from various domains and items will be beneficial for the sparse user 
data. So the tedious task of handling data from various domains can be wisely 
incorporated in cross domain recommendation.

To provide effective recommendation in the age of explosive growth of the 
voluminous data on the internet several researchers suggested the incorpora-
tion of trust in recommendation process. Various researchers defined trust by 
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giving priority to different perspective. (Jøsang, Ismail, and Boyd 2007) 
defined trust by highlighting the situation of a user as “the extent to which 
one party is willing to depend on something or somebody in a given situation, 
even though negative consequences are possible”. (O’Donovan and Smyth 
2005) gave preference to accuracy in recommendation and reliability of 
a user involved with the trust factor. In recommendation, trust is the user’s 
ability to provide an accurate recommendation. Trust has the potential to 
address many problems involved with recommendation such as accuracy, cold 
start problem. Apart from accuracy, trust also helps to improve the prediction 
coverage. The trust computation involves user’s implicit and explicit 
participation.

Collaborative filtering (CF) is a method whose basis is “word-of-mouth” 
where people recommend various items to others. The basis of CF is previous 
ratings which can be collected in explicit and/or implicit way. The explicit way 
of computation uses feedback provided by users, e.g., ratings, and the implicit 
way involves the analysis of user’s behavior while using the internet. Trust can 
be incorporated either by user’s explicit involvement, i.e., by specifying their 
personalized web-of-trust or to build some trust model by involving users 
direct or indirect feedback. Involving user’s feedback directly into the trust 
computation has a drawback of additional effort by user which results into 
cold start problem. So the effective way of trust computation is on the basis of 
items and user profile. The propagation of trust is the combination of direct 
and indirect trust (Guha et al. 2004). A direct trust is the factor for which 
a user has expressed or the computation provides trust value for other users. 
Indirect trust involves with the propagation of trust where direct trusted 
neighbors propagate their trust score to other users in the process. Also, 
a user can't remain trustworthy as time passes i.e. after some time trust 
formation process should be repeated. Trust propagation can be understood 
as: suppose a user ‘i’ trust user ‘j’ and user ‘j’ trust user ‘k’. So by applying 
transitive operation on the trust propagation strategy this can be concluded 
that user ‘i’ might trust user ‘k’. The same trust propagation can be applied to 
other case in the related area by using some other operation. Incorporation of 
trust in the recommendation process solves several issues of recommendation. 
But now the question arises that whether all users are trustworthy and all of 
them are allowed to get involved in the propagation network. The problem has 
been discussed by several researchers which results into another important 
factor of recommendation “distrust”.

The formation of distrust is different from trust, i.e., it is a distinct entity 
from trust. Trust score zero for any user in the neighborhood cannot be 
considered as distrust and it cannot be considered as negative trust score as 
well. Different researchers have conceptualized distrust according to the 
experience with the real world. Addressing distrust at the time of incorporat-
ing trust in recommendation plays an important role while collecting user 
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reliable information (Victor et al. 2009a). Distrust propagation cannot be same 
as trust propagation. This can be explained by this informal saying “enemy of 
enemy can be friends,” e.g. suppose user ‘i’ distrust ‘j’ and user ‘j’ distrust ‘k’. 
But this cannot be concluded as ‘i’ distrust ‘k’. In this paper distrust is included 
with the cross domain recommendation by computing intra-domain trust 
computation followed by intra-domain trust propagation and inter-domain 
trust computation.

The traditional recommender system usually works in two dimensions, 
one is user and another is items. But due to the information overload 
problem, there is a need to add a third dimension in the recommendation 
computation. Context is found as the third dimension of recommendation 
which helps to tackle the overload problem. The context in recommendation 
has become an important factor which improves user satisfaction (Dey 
2001). It can be defined as “any information that can be used to characterize 
the situation of an entity”. To provide context in terms of recommendation 
according to (Abowd et al. 1997) “a system is context aware if it uses context 
to provide relevant information and/or services to the user, where relevancy 
depends on the user’s task”. The vast growth of e-commerce and persona-
lization recognizes context as an important factor. Tourism domain is one of 
the popular domains used by researchers working in the area of recommen-
der systems. The tourism domain is the combination of several independent 
domains. The combination of multiple domains in tourism using the context 
aware recommendation provides a better approach for personalized system 
and can also be used to handle the problem of sparse data and cold start 
problem.

In this paper, we present a combination of trust and distrust-based cross 
domain context aware recommender system (TDCDCARS) which is not done 
previously according to our survey. The presented system is a multi-agent 
based framework which helps to achieve the task either individually or collec-
tively. The ratings of user and their contextual information are used to 
compute the cross domain neighborhood. In each domain trust score is 
computed and is propagated within the domain which in our case is termed 
as intra-domain trust computation and propagation. The intra domain trust 
score is computed using the user ratings within the domain. Using the trust 
score, an inter-domain trust is computed which shows the overall trust value 
of the user. Inter-domain trust computation provides the overall trust score of 
a user between the domains and is computed by averaging the intra-domain 
trust score of users. The inter-domain trust score is basically the understand-
ing of trustworthiness of the user with other users. We have proposed a new 
way to find distrust between users using CPCC which is used to initiate the 
distrust factor. CPCC is used to compute the similarity score of user which is 
the basis of the computation of distrusted user. The final neighborhood is 
computed using the combined list of trust, cross domain and distrust. The 
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framework helps to increase the trustworthiness of user and with the improved 
accuracy of recommendation.

Rest of the paper is organized as follows: Next section provides literature 
survey followed by proposed work in section-3 which includes the architecture 
and working of the system. Recommendation algorithm is detailed in section- 
4 and experimental analysis is presented in section-5. Finally, section-6 con-
cludes the paper.

Related Work

Recommender system is an information filtering approach which assists the 
user in their decision-making process (Ricci et al. 2011). Collaborative filtering 
is one the most widely used approach of recommendation among e-commerce 
sites (Schafer et al. 2007). It is further divided into two, user based collabora-
tive filtering and item-based collaborative filtering. User-user collaborative- 
filtering computes the similarity on the basis of user whose rating behavior for 
the items matches whereas item-item collaborative filtering does the filtering 
on the basis of items rated together. This approach is very renowned among 
the researchers as a lot of work has already been done in this area. (Chen 2005) 
has presented collaborative filtering along with the context aware system. 
Today’s Web is growing in an exponential rate and by including additional 
factor in recommendation helps to increase the recommendation quality, e.g., 
including contextual factors of user helps to increase the quality of recom-
mendation and user acceptance in the system (Adomavicius and Tuzhilin 
2011). It provides recommendation to the user by considering different con-
textual information in recommendation on the basis of their past experiences. 
A situation aware proactive approach is presented by (Bedi and Agarwal 2012) 
which pushes recommendation on the basis of the user’s context according to 
the user’s location and when the situation seems appropriate. Another 
approach of recommendation is content-based recommendation which is 
a model-based approach. A model-based proactive approach in recommenda-
tion is presented in (Bedi, Richa, Agarwal, and Bhasin 2016). (Melville, 
Mooney, and Nagarajan 2002) has combined both of the approaches to 
provide personalized recommendation for the users. (Li, Lu, and Xuefeng 
2005) presents a hybrid collaborative approach by combining both user- 
based and item-based collaborative filtering. They have presented user-based 
and item-based collaborative filtering for multiple content recommendations 
to improve the quality. Collaborative filtering has also been applied in multiple 
domains (Zhang, Bin, and Yeung 2010). The reason for combining multiple 
domains is to find out a solution of the data sparsity problem in recommenda-
tion. It uses the relationship among different domains by having a probabilistic 
framework which uses matrix factorization technique. Another hybrid 
approach is proposed by (Burke 1999) which combines the knowledge-based 
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approach with collaborative filtering. They considered the collaborative filter-
ing to use as post-filter in the knowledge-based recommendation. Another 
approach of context aware is presented in (Richa & Bedi 2016) which provides 
a GPU-based context aware approach to accelerate the recommendation 
process.

A number of algorithms have been used for the similarity computation for 
recommendation generation, e.g., Pearson’s correlation coefficient, cosine 
similarity, Jacard coefficient. Constrained Pearson correlation coefficient is 
an attempt to overcome and reduce the drawback of cosine similarity and 
Pearson’s correlation coefficient (Shardanand and Maes 1995) as CPCC can 
distinguish the positive or negative rating among absolute rating scale. (Liu 
et al. 2014) presents a new similarity measure to improve the recommendation 
performance. This measure considers not only the local contextual preferences 
of the user but it also considers the global behavior of users. We have used the 
Constrained Pearson Correlation Coefficient (CPCC) proposed by 
(Shardanand and Maes 1995) as the similarity computation in trust and 
distrust computation phase.

Trust in recommendation found its place among researchers as an impor-
tant additional factor to provide personalized recommendation. (O’Donovan 
and Smyth 2005) provide the computational models of trust and also showed 
that incorporating trust into standard approach improves prediction accuracy. 
The trust modeling, propagation and aggregation has been discussed by 
(Victor, Cock, and Cornelis 2011) as trust enhancement in recommendation 
approach. Further, they discussed about the importance of trust enhancement 
focusing on the trust metric and the operators used in trust-based recommen-
dation. A trust-based collaborative filtering for the recommendation purpose 
is proposed by (Massa and Avesani 2004). A trust-based approach in CF is 
introduced by (Papagelis, Plexousakis, and Kutsuras 2005) which uses trust 
inferences as transitive association between users in social network using 
context. They have proposed a trust computational model that applies con-
fidence and uncertainty properties in the subjective notion of trust that helps 
to deal with sparsity and cold-start problems. CF is a widely used algorithm in 
recommendation which is further enhanced by introducing trust factor in 
collaborative approach by (Lathia, Hailes, and Capra 2008). (Hwang and Chen 
2007) has made another attempt to introduce trust in CF by directly including 
trust factor in CF recommendation process. They compute the trust score 
directly from the user rating data and included trust propagation from the 
web-of-trust. A CF approach using clustering of trust and distrust is proposed 
by (Ma et al. 2017). They have used SVD sign based clustering algorithm to 
process trust and distrust-based matrix to discover the community of trusted 
user. A classification scheme for trust metric is proposed by (Ziegler and 
Lausen 2004) for semantic web scenarios for the computation of local group 
trust computation.(Abdul-Rahman and Hailes 2000) has proposed 
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a community-based trust model in the real world social trust characteristics 
using reputation mechanism. An effort has been made by (Golbeck, Parsia, 
and Hendler 2003) which exploits trust metrics in social networks. They 
discussed the semantic web in the multi-dimensional networks which evolves 
from ontological trust specification. (Jamali and Ester 2009) combines the 
trust and collaborative filtering approach to measure the confidence of the 
recommendation approach.

Trust is a gradual phenomenon so the absence of distrust cannot differ-
entiate between the malicious users from unknown users (Victor et al. 2009). 
Distrust is an important aspect of recommendation which cannot be ignored 
while considering trust. Combination of trust and distrust has the potential of 
providing more personalized recommendation in trust networks as compared 
to traditional approach of recommendation (Victor et al. 2009a). 
A classification-based recommendation approach is proposed by (Ma, Lu, 
and Gan 2015) to address the trust and distrust prediction problem. They 
managed a set of relevant features of personal, interpersonal, and impersonal 
aspects and developed a logical regression model to predict the continuous 
trust and distrust values of users. A fuzzy trust propagation scheme is given by 
(Kant and Bharadwaj 2011) to alleviate the sparsity problem. They incorporate 
trust in linguistic terms rather than numerical values and discussed the related 
operators as trust propagation, modeling and aggregation in fuzzy terms. 
A weighting strategy (Rafailidis and Crestani 2017) is provided to capture 
the correlation of users' preferences by exploiting users' trust and distrust 
relationship. A framework of trust propagation scheme is proposed by 
(Guha et al. 2004) for the large trust network it shows that the small number 
of expressed trust/distrust can predict the trust score with higher accuracy. 
A CF-based framework is proposed in (Anand and Bharadwaj 2013) which 
computes user trust by utilizing functional and referral trust and distrust 
information. A theoretical conceptual model is proposed by (Xiao and 
Benbasat 2003) to analyze the process of trust and distrust formation. We 
have used trust score into intra domain trust propagation and inter-domain 
trust computation, whereas distrust computation is performed by the similar-
ity measure CPCC. Later, we have combined the trust and distrust along with 
cross-domain recommendation. We are combining trust and distrust in cross- 
domain recommendation to provide trustworthy recommendation by forming 
a trusted neighborhood for the target user. Cross domain helps to improve the 
sparse data problem by importing and aggregating data from other domains 
whereas distrust helps to provide accuracy in trust formation between users. In 
this paper, we have defined a new approach to find the distrust among users 
which is further used for the prediction generation for the target along with the 
trustworthy users. CPCC is used to find out the distrust score among the users.

Recommendation has two major problems one is sparsity and another is 
cold start problem. CDRS is found as a solution of sparse data problem by 
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many researchers which use data from multiple domains to solve this 
problem (Berkovsky, Kuflik, and Ricci 2007a), (Cantador et al. 2015). This 
approach provides recommendation in the target domain by utilizing the 
knowledge of source domain (Berkovsky, Kuflik, and Ricci 2007a). 
A literature survey of cross domain recommendation is presented by 
(Khan and Ibrahim 2017) to identify the common features, basic definition 
and the current research in the area. CDRS is also utilized in semantic 
network by (Fernández-Tobías et al. 2011) to integrate and exploit the 
knowledge on several domains. This links the concepts in two different 
domain and applied the spreading activation technique to identify the target 
items. (Berkovsky, Eytani, and Kuflik 2007) presented a combination of 
decentralized distributed storage of user profile with data modification 
technique. A distributed and heterogeneous recommendation approach is 
proposed by (Rosa, González, and López 2005) with the integration of 
multiple agent-based service. A study is presented in (Fernández-Tobías 
and Cantador 2015) which compares collaborative-filtering methods with 
user personality traits and cross domain technique. Additional ratings of 
source domain, to enrich user model, improves the accuracy of recommen-
dation in the target domain. (Berkovsky, Kuflik, and Ricci 2008) discusses 
four generic user modeling mediation: cross-user, cross-item, cross-context 
and cross-representation. These mediation techniques provide the potential 
of user modeling to improve the quality of recommendation. The presented 
paper combines the cross domain approach with trust and distrust factor. 
This combination provides the accuracy in presented recommendation 
because cross domain helps to reduce the sparse data problem whereas 
trust and distrust help to include the opinion of trustworthy users as well 
as good coverage in recommendation computation.

Tourism has gained popularity because of the exponentially increase in the 
data available on the web and the growing use of handheld devices, e.g., smart 
phones. A survey (Borras, Antonio, and Aida 2014) is presented the applica-
tions in tourism domain and provides an up-to-date survey which includes 
different kinds of interfaces and diversity of recommendation algorithm. 
A mobile-based tourism recommender system (Wan-Shiou and Hwang 
2013) is developed to provide with on-tour attraction recommendation. On 
the basis of point of interest (POI) profiles and users, a set of models and 
algorithm is proposed by (Santos, Almeida, and Martins 2017) for the tourism 
recommender system. The work aimed to find a recommendation approach 
which finds user’s functionality level regarding physical or psychological 
limitation. To get an insight of behavior of tourist user geo-referenced images 
are exploited by (Gallo et al. 2017). To achieve this task the metadata of the 
images are used for the identification of trends, patterns, and relationship. The 
agent can perform the task either autonomously or with the cooperation with 
the other agents (Morais, Eugénio, and Alípio 2012). The agents can use their 
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intelligence to accomplish the goal and to react when the environment changes 
(Fabiana et al. 2010).

We have not come across any work in literature that combines the trust and 
distrust in cross domain context aware recommendation approach. This paper 
also provides the inter domain trust score and intra domain trust propagation. 
The prediction computation of items is the combined effort of cross domain 
context aware recommendation with trust and distrust.

Proposed Trust and Distrust-Based Cross Domain Context Aware 
Recommender System (TDCDCARS)

Proposed system is a trust and distrust-based cross domain context aware 
recommender system (TDCDCARS) that works in a multi-agent environ-
ment. A multi-agent architecture combines multiple agents to complete the 
assigned task either individually or with the help of other agents.

Architecture of Proposed System

The architecture of the proposed system is presented in figure 1. Rating of the 
users is stored in the local repository where user-item rating matrix is used for 
the computation purpose.

Trust & Distrust Based Cross-domain Recommender System

Rating matrix 

Target user

Trust and distrust 
computation phase

Inter-domain 
correlation computation

Neighborhood 
computation

Prediction
Computation

List of recommended 
Items

Item-Item Similarity
Computation

Figure 1. Trust and distrust-based cross domain recommender system (TDCDCARS).
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The cross domain recommendation computation uses the data from various 
source domains to enrich the data in the target domain. Similarity score for the 
target domain are computed using the user item data in the source/remote 
domain which provides a similarity score along with the list of neighborhood. 
As the agents of target domain receive the list of neighborhood from the 
source domain, it computes the overall similarity computation using the 
local similarity score, the list of neighborhood received from source domain 
and inter-domain correlation. The inter-domain correlation is used to find out 
the similarity between the two domains. To find out the inter-domain correla-
tion computation the item-item similarity is used. The overall similarity 
computation between the target user and other users in the domain is done 
by averaging the similarity score of remote domain’s neighborhood along with 
the local similarity score and inter-domain correlation computation. The 
overall computation provides the list of neighborhood for the target user in 
the domain.

The next phase is trust and distrust computation phase. This phase provides 
the trustful and distrustful users whose opinions are used for the recommen-
dation computation for the target user. The propagation phase of trust and 
distrust helps to combine those users which are not directly connected to the 
target user but may affect the recommendation when suggestions from them 
will be incorporated. Also, it may be possible that the users choice is not very 
effective at present but after some time it may begin with the trustworthy 
recommendation for the target user. The propagation steps consider this 
situation. The list of neighborhood from the cross domain approach is again 
filtered according to the presented list of trusted and distrusted user. After the 
filtering, prediction computation for the target user is generated in the target 
domain. Finally, the top-n list of recommendation is selected for the user.

The trust and distrust computation phase of recommendation is shown in 
figure 2 which uses rating list provided by the users for computation. The 
distrust computation phase is processed using the CPCC. The CPCC is 
a similarity computation method and it can find a difference between the 
positive and negative ratings provided by the user. A user, which shows the 
negative behavior as compared with the ratings of the target user, is considered 
as distrusted user. Trust score is computed using the prediction generated by 
comparing the ratings between the two users. The trust computation is divided 
into intra-domain trust computation followed by the intra-domain trust 
propagation and inter-domain trust computation.

The intra-domain trust is computed using the rating of users. The basic idea 
behind inter-domain trust is to find out the opinion of entire community about 
a particular user. So average of intra-domain trust value provides inter-domain 
trust score. The propagation step provides a chance to the other users in the 
domain whose choices may affect the target user’s interest but they are not directly 
connected by the target user. The same behavior is maintained for the distrust 
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propagation also. Users which are considered as distrusted user, because of the 
negative similarity on the basis of their ratings provided, are filtered from the list of 
neighborhood. Distrust is propagated for the remaining users which can be 
reached through propagation but for which no distrust propagation path can be 
found. So the final prediction is computed by considering the trustful and 
distrustful users. The list of top-n items is passed as recommendation to the target 
user.

Working of Proposed System

Working of the proposed system is shown in figure 3.
The system starts when the user enters into the system. It collects the ratings 

and the contextual information of the user and stores them into local reposi-
tory. Corresponding to each user a user agent (UA) is created which is 
responsible for the communication between user and the system. User agent 
passes the query of user to the related agent and responds back with the 
recommendation once it is available after computation. Cross domain com-
putation starts when the agents of the target domain requests to the agents of 
source domain to provide data for the target user. For the cross domain 
computation, the agents are created for various tasks, e.g., for the task of inter- 
domain correlation computation Inter-domain Correlation Agent (ICA) is 
formed. The similarity computation task is divided into two set of agents, 
first is to compute similarity score locally by Local Similarity Agent (LSA) and 
another is for the computation of similarity in remote domains by Remote 

Trust & Distrust Computa�on Phase

Rating matrix
Similarity Computation using 
Constraint based correlation 
coefficient (CPCC)

Trust 
Computation

Inter-domain trust Metric 

Distrusted 
users

Distrust 
propagation

Prediction 
computation

Intra-domain Trust propagation 

Figure 2. Trust and distrust computation phase.
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Similarity Agent (RSA). The agents to compute overall similarity are Overall 
Similarity Agent (OSA) between the target user and other users in the domain.

The list of similar user as per the target user along with their similarity score 
is responded back to the target domain. After having the results from each 
corresponding agents OSA averages the result from the remote agents, i.e., 
RSA along with the inter-domain correlation agents, i.e., ICA and local 
similarity computation agent, i.e., LSA. This concludes the neighborhood 
computation from the cross domain recommendation process. Similarly for 
the trust and distrust computation corresponding agents trust agent (TA) and 
distrust agent (DA) perform computation for the users. For the trust and 
distrust propagation phase agents works periodically on their updates. The 

Recommenda�on Process

Target User User Ratings

User Agent

User Profile

Item Repository

Set of Agents to perform 
Trust & Distrust Computation

Set of Agents to perform 
Cross domain Computation 

Prediction 
Computation Phase

List of Recommendation

Contextual Information of User

Figure 3. Working of proposed TDCDCARS.
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changes made by users in their rating patterns are included in the computation 
immediately by the agents.

Algorithm

The proposed TDCDCARS is divided into four phases: pre-processing phase, 
cross domain similarity computation phase, trust and distrust computation 
phase, and the recommendation phase.

Pre-processing Phase

The pre-processing step of computation involves the processing and managing 
the ratings of user into the local repository. The steps for the processing are

Step-1 Collection of ratings from the users
This step is used to collect ratings from the users for various domains 

involved in the computation. The rating for the items is collected in the 
scale of 1–5 where each has their own meaning. Rating −1 stands for awful, 
rating-2 means forgettable, rating-3 means good, rating-4 stands for excellent 
and rating-5 is for awesome. Corresponding to each user an agent UA is 
created by the system which processes the ratings of the user to the repository 
and keeps update about the same.

Step-2 Formation of input data
This step is responsible for managing the user data in the local repository. 

The data is collected for multiple domains and each domain consists of two- 
dimensional rating matrix which shares the same structure.

Cross Domain Similarity Computation Phase

This phase of computation involves multiple domains where the domains are 
divided into source domain and target domain. Domain for which the com-
putation is performed is target domain and the rest of the domain who 
responds to the request is the source domain. Target user enters into the 
system and queries for the recommendation. This query is processed by UA to 
the set of agents for the cross domain computation. Following steps are used 
for the computation:

Step-1 Similarity computation between users
For similarity computation between two users in source domain Pearson’s 

correlation coefficient is used. Pearson’s correlation coefficient is formu-
lated as: 

Sim x; yð Þ ¼

Pn
i¼1 rxi � �rxð Þ� ryi � �ry

� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 rxi � �rxð Þ
2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pn

i¼1 ryi � �ry
� �2

q (1) 
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Where,
rxi and ryi denote the ratings of users x and y for ith item, respectively.
�rx and �ry denote the average ratings of user x and y respectively.
Step-2 Inter-domain correlation computation
This step is used in the overall similarity computation as weight factor. The 

reason for computation of the inter-domain correlation is to find out the 
closeness between the two domains, i.e., remote domain and target domain. 
It is computed as follows: 

corrating t1; t2ð Þ ¼ AVG sim i; jð Þ : i�j; i 2 It1 ; j 2 It2f g (2) 

Where,
sim i; jð Þ is the similarity between two items.
It is the set of items in the domain t.

There are two types of correlation technique that are used in the cross domain recom-
mendation. One is content based correlation and another is rating based correlation. 
Here we are considering the second approach of correlation computation. The assump-
tion behind the rating based correlation is that the two domains share non empty set of 
common users.

Step-3 Item-item similarity for inter-domain correlation
The inter-domain correlation computation uses item-item similarity com-

putation. The correlation between two items belongs to two different domains. 
This computation is processed using pearson’s correlation coefficient. An 
item-item matrix is generated by iterating all the items and computing the 
similarity score for each pair of them in the corresponding domain. 

Sim i; jð Þ ¼
P

u2U ru;i � �ri
� �

� ru;j � �rj
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U ru;i � �ri
� �q 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u2U ru;j � �rj
� �q 2 (3) 

Where,
�riis the average of the ith item ratings.
ru;iis the rating for an item i by user u.
Step-4 Overall Similarity computation
The cross domain recommendation is used to find out the neighborhood for 

the target user. After receiving the request of user from the agents of the target 
domain agents of remote domain starts computation for the similarity com-
putation between the target user and other users locally. The computation 
provides neighborhood along with the similarity score of neighborhood. 
Combining the similarity score from the source domain and the inter- 
domain correlation are used to compute the overall similarity computation 
for the target user. Formula for the overall similarity computation is as follows: 
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Sim x; yð Þ ¼

P
t2T cor t; sð Þsimt x; yð Þ
P

t2T cor t; sð Þ
(4) 

Where,
simtðx; yÞdenote the local similarity value between user a and b in tth 

domain.
corðt; sÞdenote the correlation between the target domain t and remote 

domain s.

Trust Computation and Propagation Phase

This phase is related to the computation of trust along with the propagation of 
trust.

Step-1 Intra-domain Trust Computation
For the intra-domain trust computation ratings provided by user in 

a domain is considered. When a target user ‘a’ provides rating for an item ‘i’ 
then corresponding to that item all the ratings is examined to find out the 
trustworthy users who have rated same as the target user. That means for the 
user item rating matrix it will iterate over the entire matrix for each row and 
for column of item ‘i’ to compare other users opinion: 

Pa;b;i ¼
� ra;i � rb;i
�
�

�
�

rmax
þ 1 (5) 

Where,
Pa;b;i denote the prediction for the rating generated from user b for target 

user a on item i.
rmax is the maximum rating scale.
ra;i is the rating for an item i by user a.
This equation 5 provides a trust score of zero if the user has not rated the 

item. But if user has rated the item then a positive trust score will be returned. 
Again for user who have rated exactly same as target user a trust score 1 will be 
considered. The trust score varies linearly if the user will rate according to the 
scale of rating. The comparison of two ratings will provide the trust score 
between other users and the target user. So the trust score for user will be 
updated by averaging the value of all the ratings that the user has contributed. 

trust a; bð Þ ¼

Pn
i¼0 Pa;b;i

n
(6) 

Where,
trust a; bð Þ represent the trust score of user a to user b
n is all the ratings contributed by the user.
Step-2 Inter-domain Trust Metric
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The inter-domain trust computation is user’s overall trust from all the 
domains present in the system. This computation for a user is basically the 
combination of local trust received from other users. Averaging the local 
trust score given by users for a user ua for the direct connection of the 
trust web. 

Ot ¼
1

n NBðuað ÞÞ

X

j2NB uað Þ

ta;b (7) 

Where,
Ot is the overall trust score of the user t.
ta;b is the local trust score of the user t and NBðuaÞ is the neighborhood of 

the ua.
Step-3 Intra-domain Trust Propagation
Trust propagation is used to expand the list of trusted user in the user-item 

rating matrix by including users who have rated the target items but they are 
not directly connected to the target user. That means target user has no 
previous experience with the other user, i.e., there is no commonly rated 
item between them. The following formula is used for the trust propagation 
(Victor et al. 2009a): 

Pa;i ¼ ra þ

P
u2RT ta;u ru;i � ru

� �
þ
P

u2Rþ=RT wa;u ru;i � ru
� �

P
u2RT ta;u þ

P
u2Rþ=RT wa;u

(8) 

Where,
ra is the mean value of user a.
ta;uis the trust value between user a and user u.
Rþis the set of user which has a positive correlation with the user.
RTis the set of user whose positive correlation is found above the threshold 

for the target user.

The reason behind taking this strategy is to include all the possible way to obtain 
a positive weight for the user who has rated the particular item. The second term of 
the equation emphasize on the indirect relation to include a user’s weight.

Distrust Computation Phase

Step-1 Preprocessing phase
For the preprocessing of the distrust computation rating provided by the 

user is considered. This rating is in the scale of 1–5. Each rating has its 
meaning, i.e., 1-awful, 2-forgettable, 3-good, 4-excellent, 5-awesome. Since 
the rating scale is absolute this means that ratings below 3 is negative and 
above 3 is positive.
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Step-2 Applying Constrained Pearson Correlation Coefficient
To consider the impact of positive and negative ratings we have used 

Constrained Pearson Correlation Coefficient (CPCC). The formula of CPCC 
is as follows: 

Sim i; jð ÞCPCC ¼

P
u2U ru;i � �rmed
� �

� ru;j � �rmed
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
u2U ru;i � �rmed
� �q 2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

u2U ru;j � �rmed
� �q 2 (9) 

Where,
�ri is the average of the ith item ratings.
ru;i is the rating for an item i by user u.
�rmed is the median value in the rating scale.

The median value for this scale of 1-5 is 3. This will provide the similarity score between 
users in terms of both positive as well as negative. Since distrust is about how dissimilar 
two users are. So we can consider the users having negative similarity score as distrustful 
user for the target user. The distrusted users are filter out from the list and prepare for the 
distrust propagation phase.

Step-3 Distrust Propagation
Distrust propagation is basically used in the same manner as in equation (7) 

for the remaining those users which can be reached through propagation but 
for which no distrust propagation path can be found, and Constrained 
Pearson Correlation Coefficient scores for those in RþnRTDwith 
RTD ¼ RT [RD , i.e., the remaining ones which have a positive correlation 
with a but do not belong to RT nor RD, i.e., neither trust nor distrust 
information is available about them (Victor et al. 2009a). 

Pa;i ¼ ra þ

P
u2RTnRD ta;u ru;i � ru

� �
þ
P

u2Rþ=RTD wa;u ru;i � ru
� �

P
u2RTnRD ta;u þ

P
u2Rþ=RTD wa;u

(10) 

Where,
ra is the mean value of user a and ta;u is the trust value between user a and 

user u.
Rþ is the set of user which has positive correlation with the user.
RD is the set of distrusted user having negative similarity compared with the 

target user.
RT is the set of user whose positive correlation is found above the threshold 

for the target user.
RTD ¼ RT [RD set of trust and distrust users.
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Prediction Computation and Recommendation Phase

Final list of neighborhood is the combination of both trust, distrust, and cross 
domain list. Further the propagation of trust and distrust provides a chance to 
include the experience of indirectly connected users. This list of users (directly 
connected or propagated) periodically updated by agents as it keeps an eye on 
the users rating pattern. The prediction computation is done on the basis of 
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final list of neighborhood. The top-n item is selected according to decreasing 
order of prediction score and the list is sent to UA responding to the users 
query. This list of recommendations is further saved for future 
recommendation.

Experimental Analysis

A prototype of the TDCDCARS is designed and developed in the tourism 
domain using Java and JADE (Java Agent Development Environment) for 
constructing multi-agent environment. In the implemented system, the com-
bination of food, lodging, shops, and places to travel is taken into considera-
tion. NetBeans IDE 8.1 is used to develop the java programs. JADE is used to 
develop the Multi-Agent system and MySql 5.0.21 provides the data 
repository.

Dataset

We have used the tourism dataset which includes four domain of available 
restaurants, tourist places, shopping places, and places to stay of Delhi 
(India) is collected. The information about restaurants includes restau-
rants name, address, their opening and closing time, average cost per 
person etc. For hotels, this information includes hotel name, their loca-
tion, charges etc. For shopping places and travel places, it includes their 
name, location, opening and closing time etc. The detail of restaurants, 
hotels, places, travel places, and shopping location is collected using the 
website http://www.zomato.com/ncr/restaurants, http://www.delhitourism. 
gov.in/delhitourism/tourist_place/index.jsp, http://www.zakoopi.com, 
http://www.shopkhoj.com, www.makemytrip.com,www.tripadvisor.in. 
This information is stored in the database and further processed to get 
longitudes and latitudes of each entry of the above mentioned. http:// 
www.distancesfrom.com/latitude-longitude.aspxis used to collect the long-
itude and latitude by using available reverse geo-coding tools. The dataset 
contains 3857 restaurants, 1023 hotels, 139 places to shop, and 115 places 
to visit for entertainment or tourist spot.

Evaluation Measures

The performance of the system is evaluated in terms of accuracy and coverage. 
For the accuracy measure mean average error (MAE) is computed and shown 
in table 1. The formula for MAE used is given below: 
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MAE ¼
PN

i¼1 pi � rij j

N
(11) 

Where,
pi is the predicted rating for item i and ri is the actual rating for item I and 

N is the total number of items in the list.
The same table is shown graphically in figure 4. The comparison of MAE is 

shown between the traditional recommendation approach (CF), Cross domain 
context aware recommender system (CDCARS), trust based cross domain 
recommender system (TCDCARS) and trust distrust-based cross domain 
context aware recommender system (TDCDCARS). The comparison of 
MAE shows that the proposed system TDCDCARS performs better.

The coverage of the proposed approach is measured in terms of precision, 
recall, and f-measure. Precision is the ratio of relevant and retrieved from the 
number of items retrieved by the system. Recall is the ratio of relevant and 
retrieved from the items actually relevant. Formula for precision and recall is 
given as: 

Table 1. MAE comparison for various domains.
Restaurant Hotel Shop Travel

CF 0.667 0.57985 0.20878 0.03473
CDCARS 0.04327 0.0772 0.01887 0.02772
TCDCARS 0.02536 0.09277 0.012815 0.01903
TDCDCARS 0.02629 0.07796 0.011801 0.01801

Figure 4. MAE comparison for various domains.
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Pr ecision ¼
jfRelevantItemgj \ jfRetrievedItemgj

jfRetrivedItemgj
(12) 

Recall ¼
jfRelevantItemgj \ jfRetrievedItemgj

jfRelevantItemgj
(13) 

Precision and recall are conflicting in nature. Both precision and recall are the 
important factors that evaluate the system performance to generate the Top-n 
recommendations. So both precision and recall are combined to get the metric 
F-measure. The formula of F-measure is: 

F � measre ¼
2 � Precision � Recall

Precisionþ Recall
(14) 

The precision, recall, and f-measure are shown in table 2 and the same is 
presented graphically (figure 5).

Again the performance of the proposed system is compared with CF, 
CDCARS, TCDCARS, and TDCCARS. The tables show that the proposed 
system is more efficient than other approach.

The precision, recall, and F-measure values, shown in figure 5, suggest that 
the proposed system TDCDCARS is more efficient than other compared 
approaches.

Conclusion

In this paper, we presented a trust and distrust-based cross domain context 
aware recommender system. The proposed system is a multi-agent-based system 
where multiple agents work simultaneously for the computation and other 

Table 2. Precision, recall, and F-measure comparison between various domains.
Restaurant Precision Recall F-measure

CF 0.3157 0.00312 0.0061
CDCARS 0.6024 0.0129 0.0253
TCDCARS 0.77143 0.014 0.0275
TDCDCARS 0.80001 0.01348 0.0265
Hotel Precision Recall F-measure
CF 0.5 0.01872 0.0361
CDCARS 0.71052 0.026 0.0512
TCDCARS 0.7558 0.06404 0.1181
TDCDCARS 0.7272 0.0394 0.07476
Travel Place Precision Recall F-measure
CF 0.375 0.02542 0.04761
CDCARS 0.5294 0.07627 0.13333
TCDCARS 0.5 0.05932 0.11754
TDCDCARS 0.5385 0.06666 0.10687
Shopping Place Precision Recall F-measure
CF 0.28571 0.0531 0.0895
CDCARS 0.388 0.06195 0.1068
TCDCARS 0.5 0.0885 0.15038
TDCDCARS 0.6111 0.0973 0.01679
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related tasks. An effort has been made in this paper to improve the accuracy and 
coverage of the list of recommendations. The rating data has been used in both 
trust and distrust computation as well as in cross domain computation. Cross 
domain computation exploits data from multiple domains to solve the sparse 
data problem. Once the agents of remote domain obtain request for the neigh-
borhood computation from the agents of target domain, the computation 
process starts and the related agents of domain respond back with the list of 
neighborhood along with their similarity score. The trust computation is per-
formed using the rating matrix of the user data. The inter-domain trust compu-
tation provides the trust factor of users across the domains. Distrust over trust 
has also significant effect on the recommendation. It helps to enhance the trust 
awareness between users and improve recommendation. Trust and distrust 
propagation provides the opportunity to include the experience of those users 
which are not directly connected with the target user but they can be reached by 
the directly connected users. Final neighborhood list is the combined effort by 
trust and distrust along with the contribution of cross domain computation. The 
prototype of the system is developed using jade and java technologies. Tourism 
domain consisting of four sub-domains restaurant, hotel, travel places, and 
shopping places is used for experimental study. Accuracy of the system is 
evaluated using MAE and for the coverage, we have used precision, recall, and 
f-measure. The proposed system TDCDCARS outperformed as compared to the 
traditional CF approach as well as CDCARS and TCDCARS in terms of preci-
sion, recall, f-measure, and accuracy.

Figure 5. Precision, recall, and F-measure comparison between various domains.
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